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A domain-level gradient-based routing (DLR) algorithm for heterogeneous optical networks with syn-
chronous digital hierarchy and optical transport network domains is proposed and experimentally vali-
dated. This algorithm classifies domains into groups with incremental levels on the basis of domain-level
partitioning, and guides paths level by level along a gradient on the basis of interdomain routing tree
evolution. The proposed algorithm is implemented in the hierarchical path computation element-based
control architecture for connection provisioning. Testbeds with commercial and emulated nodes are es-
tablished to verify the feasibility and performance of the algorithm. Experimental and emulation results
show that DLR effectively performs in terms of network blocking probability, real time characteristics, and

scalability.
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The interconnection and intercommunication of hetero-
geneous optical networks is becoming an important de-
velopment trend in the telecommunications industry!!2].
The interdomain routing based on a path computa-
tion element (PCE) was proposed by the Internet En-
gineering Task Force (IETF), and it outperforms other
mechanisms because of its high efficiency in interdo-
main path computation and considerable flexibility in
system integration®=8. Backward recursive path com-
putation (BRPC) is a regular procedure for interdomain
routing processes, calculating optimal paths in a deter-
mined sequence of domains!®'%. Hierarchical PCE ar-
chitecture is then brought forward to improve perfor-
mance given that this architecture enhances domain se-
quence determination!!' =13l Nevertheless, the perfor-
mance of BRPC remains severely affected by the selec-
tion algorithm of domain sequence, which is based on
abstract interdomain topology and traffic engineering
(TE) information*. To solve this problem, researchers
have proposed multiple mechanisms!*3~15]. For exam-
ple, scholars developed a lightweight hierarchical PCE-
based path computation procedure, which is more suit-
able for networks that lack interdomain resources!*5. An
exhaustive segment path computation scheme was also
proposed, in which the parent PCE (pPCE) queries sev-
eral child PCEs about all possible segments, with con-
sideration for a set of candidate domain sequences; this
approach may introduce message overheads between the
parent and child PCEs['®). In Ref. [17], a k-random-
paths algorithm that randomly selects border node se-
quence was proposed; the selection depends on the fre-
quent synchronization of virtual intra-domain link (intra-
link) TE information. In the present study, we propose
a domain-level gradient-based routing (DLR) algorithm.
Rather than determining domain sequence entirely on the
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basis of abstract TE information, the DLR algorithm se-
lects a cluster of domains with the highest probability of
crossing the optimal path and then determines the do-
main sequence on the basis of the growth and arbitration
of different branches during path computation. This al-
gorithm attempts to determine more optimal paths while
maintaining as little message overhead as possible. The
effectiveness of the algorithm embedded in a hierarchical
PCE-based routing and control architecture is verified on
testbeds with synchronous digital hierarchy (SDH) and
optical transport network (OTN) domains.

The basic idea of the DLR algorithm is to classify do-
mains into different groups, with increasing levels; it is
designed to lead a path along the gradient of domain lev-
els, just like “waterfalls”. Domain-level gradient-based
routing involves three steps: domain-level partitioning,
domain set determination, and interdomain routing tree
(IDRT) evolution. Firstly, the domain level is parti-
tioned in accordance with the distance of a domain rel-
ative to a reference domain. In this letter, this distance
is defined as the fewest number of traversed domains be-
tween the reference and target domains. As shown in
Fig. 1, the source and destination domains are taken
as reference domains. Therefore, each domain in a net-
work is labeled as levels Lg.. and Lgs. Secondly, the
domain set for path computation is generated in accor-
dance with two rules. For each domain D; (i is the num-
ber of domains in the entire network and i < Ngy), if
Lsum(D;) = Lgrc(D;)+ Last (D;) < Ty, D; is classified un-
der a temporary domain set Sgej—1. Threshold T} can be
calculated using Eq. (1), with the real number coefficient
being 0 <7 < 1.

Ty = min Ly (Di)] + 1 - { max [Lyum (Di)]
—min [Leum (D;)] }- (1)
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Fig. 1. (Color online) Domain level partition and domain set
selection.

Fig. 2. (Color online) Three types of IDRT growth: (a) Type-
I; (b) Type-1I; (c¢) Type-IIL.

For each domain D; (i is the number of domains in Sse1—1
and ¢ < Nge—1) in Sse—1, if all the neighbor domains
of D; (D; is neither the source nor the destination do-
main) are in the same level that differs from the level of
D;, then it is removed from Sge—1, and the remaining
domains constitute domain set Sge;_2. In the example
in Fig. 1, n = 0.5, Threshold; = 3, and Ssq—2= {D1,
Dy, D3, Ds, Dg}. The succeeding path computation
is implemented in the scope of domains in Sge_2 and
all the interdomain links (interlinks) that connect them.
Thirdly, IDRT evolution entails two basic operations:
IDRT growth and pruning. Figure 2 shows that the
branches of IDRT expand from the source node (s), go
across intermediate border nodes (By), and arrive at the
destination node (d). As indicated by the priority of
subfigures from Figs. 2(a) to (c), IDRT growth is clas-
sified into three types: (a) Type-I, in which IDRT grows

in the ascent direction of Lg.; (b) Type-II, wherein if
Lge(D;) 2 Lge(Dg) (Dg is the destination domain),
IDRT grows in the descent direction of Lgs; and (c)
Type-III, in which IDRT traverses domains at the same
level. Type-III growths are implemented after each step
of Type-I or Type-II growth, which is determined on the
basis of Lg or Lgst, respectively. Each branch of IDRT
goes across a domain only once to avoid the formation
of loops on a path.

As shown in Fig. 3, IDRT pruning is implemented
when different branches converge at a node or an inter-
link. A short branch with low cost is retained, whereas
the others are excluded from IDRT. As indicated in
the priority of subfigures from Figs. 3(a) to (e), IDRT
pruning is categorized into five types: (a) Type-I, in
which pruning is conducted for branches after interlevel
growth and arrival at the same border node; (b) Type-II,
wherein pruning is implemented for branches after inter-
level or intra-level growth and arrival at an interlink that
connects border nodes at the same level; (¢) Type-III,
where pruning is executed for branches with at least one
of them having experienced interlevel growth within a
short period and arriving at a border node; (d) Type-1V,
in which pruning is implemented for branches arriving
at a destination node; (e) Type-V, in which pruning is
executed for branches that cannot reach the destination
domain after all types of growth.

An example of IDRT evolution is presented in Fig. 4.
This process is implemented in a subnetwork determined
by Ssei—2 in Fig. 1. In this example, the number of
hops is considered as the cost and length of a branch.
As shown in Fig. 4(a), Type-I growth is firstly carried
out from the source node to the border nodes in D;.
Secondly, as shown in Fig. 4(b), Type-I and Type-III
growth is implemented from Lg.= 0 to Lg.= 1, and
Type-I pruning is implemented to guarantee that the
short branches arriving at the border nodes of Dy and
D3 are retained. Given that the branches produced af-
ter Type-III growth are longer than those generated after

Fig. 3. (Color online) Five types of IDRT pruning: (a) Type-
I; (b) Type-11; (¢) Type-1III; (d) Type-1V; (e) Type-V.
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Fig. 4. (Color online) Example of IDRT evolution.

Type-1 growth, Type-II and Type-III pruning is exe-
cuted and no branch is expanded between Do and Ds.
Thirdly, as presented in Fig. 4(c), Type-I growth and
Type-I pruning from D5 to D5 and from D3 to Dg, re-
spectively, are executed. Because Dj is the destination
domain, the branch that traverses D1 — Dy — Dy arrives
at destination node d and forms a path with a length
of 9. Finally, as presented in Fig. 4(d), Type-II growth
from Dg to Ds is executed to reach the destination node
and form a path with a length of 7. After comparison by
Type-IV pruning, the branch that traverses the domain
sequence Dy — D3 — Dg — D5 is retained because its cost
is lower than that incurred by the branch that traverses
the domain sequence Dy — Dy — D5. Type-V pruning
is not implemented because all branches can arrive at
destination node d.

The DLR algorithm can be accomplished under hierar-
chical PCE-based interdomain management and control
architecture for connection provisioning!'®. As illus-
trated in Fig. 5, this architecture comprises four entities:
traditional generalized multi-protocol label switching
(GMPLS) control planes (CPs)[, hierarchical PCEs
(H-PCEs), hierarchical interdomain connection control
element (H-ICCEs), and a network management system
(NMS). Traditional CPs in heterogeneous optical net-
works are usually independent from one another. Each
CP is in charge of provisioning through an intra-domain
label switch path (LSP) via resource reservation pro-
tocol (RSVP) signaling and intra-domain traffic engi-
neering database (TED) management. H-PCEs and
H-ICCEs construct a uniform interdomain control layer
over separated CPs to accomplish interdomain routing
and connection provisioning. The pPCE is responsible
for interdomain path computation, such as domain-level
partitioning, domain set determination, and IDRT evo-
lution. The cPCE is in charge of path segment com-
putation within a domain, between source, as well as
the destination and border nodes based on the intra-
domain TED synchronized from CPs in the correspond-
ing domain. The pPCE interacts with the cPCEs in
a request/response signaling process based on the ex-
tended path computation element communication proto-
col (PCEP)[QO’QU. The pPCE sends path segment com-
putation requests to cPCEs in accordance with IDRT

evolution rules. The cPCEs calculate the shortest path
between two end nodes of a segment and send the costs
to the pPCE. Two-layer H-ICCEs are responsible for
interdomain connection provisioning, protection, and
restoration. Similar to H-PCEs, the ICCE on the upper
layer is denoted as the parent ICCE (pICCE) and the
ICCE within each domain on the lower layer is denoted
as the child ICCE (cICCE). The connection setup is
a stitching process of multiple intra-domain segments.
The pICCE takes charge of configuring the interdomain
tributary interface card, thereby guaranteeing that the
interfaces on both ends of the interlink communicate at
the same wavelength and time slot. The cICCE is used
to accomplish the intra-domain LSP provisioning. The
cICCE communicates with the corresponding CP and
configures the intra-domain aggregate interface cards
and cross-connection cards on the basis of the path com-
putation results within this domain. NMS is employed to
launch end-to-end connection provisioning and to man-
age the network. As presented in Fig. 5, the interactions
among these entities for an interdomain connection setup
are of six types: (1) connection requests and responses
between NMS and pICCE; (2) interdomain path compu-
tation requests and responses between the pICCE and
pPCE; (3) intra-domain path computation interactions
between the pPCE and cPCEs; (4) intra-domain LSP
setup interactions between the pICCE and cICCEs; (5)
intra-domain communications between the cICCEs and
corresponding cPCEs to acquire LSP information; and
(6) intra-domain interactions between the cICCEs and
corresponding CPs to configure the tributary and aggre-
gate interface cards within the domain. For a multi-layer
domain, both the light-path and upper layer of the elec-
tronic path should be established.

Three testbeds are used to verify the effectiveness of
the DLR algorithm and the H-PCE-based routing and
control architecture. As shown in Fig. 6(a), all the
equipment of management, control, and data planes are
connected to a virtual local area network. For each do-
main, a embedded interdomain control element (ICE)
is developed and operated??l. This element integrates
the cPCE and cICCE in the corresponding domain and

Fig. 5. (Color online) Control architecture for connection pro-
visioning.
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Fig. 6. (Color online) DLR testbed for heterogeneous optical
networks.

creates a backup of the pPCE and pICCE. For each
connection request, the higher layer PCE and ICCE in
the ICE of the source domain is activated for interdo-
main routing and connection control. The changes in
interdomain TE information are broadcast to other ICEs
after the setup or release of connections. NMS is run (C)FS
a server for overall network management. Wireshark

software is utilized as a PCEP protocol analyzer. In

Table 1. Evaluation of Real-time Characteristics

Algorithm DLR BRPC
Path Computation (ms) < 150 < 100
Connection Provisioning (ms) < 700x < 560

*The delay of automatic discovery of interlayer resources is
disregarded.

addition, the management information base manager is
employed to inquire and monitor the TED information
of CP and the subnet management system. SDH and
OTN test instruments are connected to the data plane of
the network to monitor the status of light-paths on the
physical layer.

As presented in Fig. 6(b), the first testbed is estab-
lished on a heterogeneous optical network by using 10
pieces of FonsWeaver™ 780 SDH equipment and 4 pieces
of FONST3000%Y OTN equipment. This network is di-
vided into 4 domains. For the SDH domain, the add/drop
interfaces for the connection are in a granularity of VC-
4 (155 Mb/s). The STM-64 frames or VC-4-64c are
implemented on the intra-links. For the OTN domain,
the add/drop interfaces for the connection are in gran-
ularities of ODU-1 (2.5 Gb/s), ODU-2 (10 Gb/s), and
wavelength (10 Gb/s). Each intra-link can carry 4 wave-
lengths. Each interlink carries STM-16 SDH frames. As
shown on the lower left corner of Fig. 6(b), a path from
the western SDH domain to the northern SDH domain
is set up. Instead of having the interlinks pass through
the SDH domain, as indicated by the algorithm of the
fewest number of traversed domains (typically used in
BRPC), the path initially traverses the OTN domain and
then turns to the northern SDH domain. Thus, the DLR
algorithm determines a shorter path with a length of 4
in this domain sequence. The real-time characteristics of
DLR and hierarchical PCE-based control are evaluated
(Table 1). Given that the DLR algorithm calculates the
path in more domains than does the BRPC algorithm,
the delay in path computation and connection setup of
the DLR algorithm is slightly longer.

The second testbed is established on the basis of a
multi-threading emulated platform with 1000 ASON
nodes, each emulated by a thread. The scalability of
DLR and H-PCE-based control architecture is verified
on this platform. The network comprises 13 domains,
one of which is an OTN domain and the rest are SDH
domains. Each emulated domain is implemented on a
server. The network resources and the capacity of each
node and link are the same as those on the first testbed.
As shown in Fig. 6(c), connections traversing 5 domains
are set up within the restriction of signal delay and over-
heads.

The blocking probability of DLR is compared with
that of traditional BRPC on a simulated testbed with
the same topology shown in Fig. 1 (Fig. 6(d)). A total
of 7 domains, 49 nodes, and 87 links exist in the network
for simulation. Each intra-link accommodates 32 wave-
lengths and each interlink accommodates 64 wavelengths.
The connection requests arrive at the network following a
Poisson distribution and are uniformly distributed among
each node pair. The duration of each request is exponen-
tially distributed with the same mean time. The traffic
load is modified by changing the average holding time of
connections, and the average interarrival time is set as
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1s. The border nodes of each domain are capable of full
wavelength conversion. The simulation results show that
the DLR algorithm achieves a significantly lower block-
ing probability than does the BRPC algorithm. Given
its capability to calculate a shorter path while traversing
a greater number of domains compared with BRPC, the
DLR algorithm is particularly suitable for connection
provisioning in multi-domain network with abundant in-
terdomain links and bandwidth resources. In addition,
the blocking probability resulting from different 7 is pre-
sented in Fig. 6(d). The larger the 7, the greater the
number of domains included in domain set Sge_2, and
the lower the blocking probability achieved by the DLR
algorithm.

We also analyze path computation delays, and that of
the DLR algorithm is subject to the number of levels
(Nievel) for the domains in Sse—2. Path computations
for domains at the same level are implemented in paral-
lel. The round trip time (RTT) between the parent and
child PCE is within 13 ms. The total delay for a path
computation can be approximated as (Njever X RTT). Al-
though the number of PCEP messages of DLR is greater
than that of BRPC, the delay of DLR is only slightly
larger than that of BRPC (Fig. 6(d)). Moreover, race
conditions are observed during experimentation. This
phenomenon is caused by the interdomain TED synchro-
nization delays between the ICE and parent PCE and
other ICEs. The maximum delay for the two previous
testbeds is within 50 ms, which may result in connection
failures of 7% to 18%.

In conclusion, a domain-level gradient-based routing
algorithm and hierarchical PCE-based routing and con-
trol architecture are proposed for interdomain connec-
tion provisioning in heterogeneous optical networks. Ex-
perimental results derived from testbeds with commer-
cial and emulated nodes show that the DLR algorithm
and hierarchical PCE-based control architecture satisfy
the functionality requirements of connection scheduling
in heterogeneous optical networks with good real-time
characteristics and scalability. Moreover, the DLR algo-
rithm and hierarchical PCE-based control architecture
can achieve lower blocking probability than can tradi-
tional BRPC algorithm and control architecture despite
an acceptable increase in signal delay and overhead.
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